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Abstract: Goal of this project is to navigate the visually impaired people. Differently abled people like visually 

impaired face many challenges for navigation and identifying human. The existing system used ultrasonic sensor 

for navigation but failed to identify human. So it is necessary to develop a system that identify both object and 

human. The proposed system makes use of Kinect sensor to identify both object and human. Picture is taken as a 

contribution from the camera present in the Kinect sensor. Kinect sensor catches picture and profundity data from 

the encompassing and transmits profundity information to the PC program. At that point, the PC programming 

will process this picture information and changes over it into significant sound notice. At long last, the PC sends 

this data to the client through headphones. 
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I.   INTRODUCTION 

The outwardly hindered (VI) face numerous difficulties in their regular day to day existence. Individuals with vision in 

capacities are crippled in seeing and understanding the physical truth of nature around. Looking, strolling, crossing lanes, 

perceiving articles, places and individuals winds up troublesome or unimaginable without vision. Consequently bolster 

instruments turn out to be significant while performing exercises of day by day living. Ongoing measurements from the 

World Health Organization gauge that there are 285 million individuals overall who are outwardly debilitated; 39 million 

are visually impaired and 246 million have low vision; 90% of world's outwardly disabled live in creating nations. Thus 

lies the inspiration for advancement of reasonable apparatuses to help the influenced network. Research in the zone 

demonstrates that Computer Vision exemplifies an integral asset for the improvement of assertive innovations for the 

visually impaired. Dependable and powerful vision frameworks for the visually impaired and outwardly weakened 

including forefront innovation, gave at a reasonable expense can have an exceptionally applicable social effect. 

One noteworthy test for the outwardly disabled ordinary is sheltered route by distinguishing and staying away from 

articles or risks along their strolling way in an indoor or open air condition. This paper displays a wearable automated 

route framework that utilizes Microsoft Kinect and best in class procedures from Computer Vision and Machine Learning 

to distinguish indoor articles or hindrances and caution the visually impaired client through sound directions for safe route 

in an indoor situation. Till today, the visually impaired and outwardly weakened individuals depend vigorously on their 

sticks, control hounds, or a partner for exploring in a new situation. If there should be an occurrence of well-known 

situations the visually impaired for the most part rely upon their feeling of introduction and memory. The conventional 

white stick encourages the visually impaired client to acclimate oneself with the prompt environment. In any case, this 

procedure requires retaining the areas of entryways, ways out or deterrents and can be exhausting, time taking, and 

rationally saddling. In addition, any adjustment in a recognizable situation configuration requests the acquaintance 

procedure to be rehashed. The appearance of the entirely moderate Microsoft changes of face, for example, wrinkles and 

wrinkles (skin surface). 
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II.   EXISTING SYSTEM 

Innovation has been helping crippled individuals from multiple points of view in performing diverse exercises for 

example programmed wheelchairs for individuals with portability hindrance, discourse yield frameworks for individuals 

with low vision and uniquely structured visual yield for individuals with hearing debilitation [1]. Presently with the 

assistance of innovation dazzle people have simplicity of versatility, shopping, perceiving their items, and recognizing 

hindrances along their way in their every day schedule.  

Vinod Pathangay in [2] recommends an Indoor route procedure dependent on picture preparing in which assistive camera 

is mounted on walker. With the assistance of picture handling calculation, in light of fleeting coordinating of illustrations 

information acquired at run-time with officially spared information amid preparing period, accuracy of way is estimated 

and caution is produced in the event of deviation. Anyway in some cases there is more prominent false alert proportion for 

same ways since slight difference in edge of camera can result in more prominent uniqueness proportion. 

Yue Liu and Mingjun Liu talk about in [3] and [4] advantages of utilizing QR code. QR code is a run of the mill lattice 

two-dimensional scanner tag. QR codes are effective than the scanner tags based on the accompanying reasons: 1) High 

limit encoding of the information, 2) High speed perusing, 3) Readable from any heading from 360 degrees. 

Prof. Sharmila Sengupta in [5] recommends daze route proposition utilizing sonar. SONAR (Sound Navigation And 

Ranging) framework assumes a huge job in far reaching applications in submerged situations. Here accentuation is on the 

utilization of the equivalent continuously identification of obstruction. The objective is to make a compact, practical, 

lightweight, subtle, uncommon framework for the incognizant in regards to empower their development without help. The 

snag evasion technique is depicted in the framework, the execution of principally on the SONAR sensors utilized. The 

outcomes gave demonstrate that the execution of a gathering of sonar gadgets when put properly make the framework 

reasonable as a guide for the outwardly disabled.  

From the perspective of the visually impaired, they have contrasts material assets from conventional individuals, this 

delicate material are utilized to acknowledge course controlling with various vibrations. Ricky Jacob group investigates 

demonstrated that diverse vibration mode can lessen attention to the earth weight of purchaser, and effectively control 

dazzle people on foot to achieve the goal [6]. [7]Guan-sheng W dependent on the spatial insight of Haptic joined Google 

maps lead dazzle individuals to accomplish the goal in outside [8]. 

A few frameworks have been proposed for the visually impaired. Around few existing ones include GPS based route or 

frameworks like Drishti[9]. In these frameworks, a convenient PC is conveyed by the visually impaired as a knapsack 

which are supplanted by mobile phone in the more current proposition. This contains the database of the district where it 

is wanted to be utilized. The client can give his goal as info utilizing a sound gadget. The GPS framework will manage 

him and take him to the goal utilizing the most brief, hindrance less way. GPS based frameworks have their arrangement 

of disadvantages. One of the serious issue is deficient exactness that is the recognized article can be radially 10-15m far 

from the returned directions. On the off chance that number of unmistakable satellites is vast, the spiral separation can be 

diminished to 4-5m. The exactness utilizing HC-SR04 (sonar sensor utilized in the proposed framework) can be up to 

3mm. The GPS based frameworks bomb in situations where advanced guide isn't preloaded. A stick or guide hound are 

required for short separations. The framework neglects to give preventative guidance to snags which were absent while 

stacking the maps but rather may have appeared later. The reliance on battery is another disadvantage. 

As per the NFB's (National alliance of the blindUS) article, "… is that the framework does not work wherever dazzle 

individuals need to travel. The flag quality transmitted to the present GPS collectors isn't sufficient to infiltrate every 

single valuable area.". The GPS flag is sent as a low-controlled radio flag from 20,000 kilometers (12,400 miles) out in 

space. When the flag goes through free space, the stratosphere, ionosphere, and the troposphere, very little power is left to 

convey the flag to the client. [10].  

In the ongoing years we have seen the approach of PDA innovation. Along these lines aeronautical hindrance discovery 

with 3D cell phones picked up prominence. The reliance on phone battery and the deterrent of holding the gadget 

upstanding while at the same time strolling neglects to make the gadget subtle and negative for use. As it utilizes a 

camera, moving hindrances can't be identified effectively. A 1520 mAh battery gives 132 minutes of runtime of the 

application (by and large 2100mAh battery is used).This framework functions admirably when an individual woods 

however may fall flat when the individual strolls quick for example past a speed of 4km/hr. The gadget signals when 

obstruction is close-by. Anyway it doesn't immediate the outwardly weakened about which course he should explore to. 
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III.   PROBLEM DEFINITION 

This endeavor uses Kinect camera to perceive significance of the including enabling visually impaired individuals to 

perceive and evade obstacles safely. The camera enables the customer to act with the Xbox while not a controller. The 

Kinect camera is used to look at the customer and the officials the amusement. In the midst of this paper we propose to 

use the Kinect camera in an exceedingly absolutely phenomenal way. Rather than abuse the camera to look at the 

customer, we will in general square evaluate needing to use the camera to assist the outwardly impeded customer with 

exploring the encasing. Microsoft Kinect camera uses PrimeSense development. It works by forming the scene volume 

abuse Associate in nursing infrared. By then the camera uses CMOS authority to scrutinize the coded lightweight again 

from the scene. The got lightweight is set up inside the PrimeSene's SoC chip, to demonstrate the significance data.The 

got pictures are changed over from 16-bit unsigned entire number into 8-bit unsigned entire number, since the unsigned 8-

bit entire numbers take up less memory than the 16 bit pictures. Additionally, changing over from 16-bit to 8-bit will 

quicken the getting ready time, for instance, center isolating can be played out significantly speedier on 8-bit pictures.The 

picture is sifted by applying 2 sorts of 2-dimensional channels. Initial, a middle channel is connected with neighborhood 

estimate (3, 3). The objective of utilizing middle channel is to expel conceivable salt and pepper commotion originating 

from mistakes in information transmission between Kinect profundity camera and PC. Second, Gaussian low pass channel 

is utilized to take off Gaussian multiplicative commotion with neighborhood estimate (3, 3) and sigma = 0.5.Image 

histogram evening out is done to the picture to upgrade the complexity of the picture and improve the location of the 

obstructions.        

IV.   SYSTEM DESIGN 

 

The framework is made out of 4 fundamental parts: profundity camera, object recognition, Human division and Skeleton 

creation. In this examination, Kinect camera is utilized as the profundity camera. The goals of the picture furnished by this 

camera is 640x480 with 30 outlines for each second. The viable scope of the camera is inside 0.8 meter to 4 meter, with 

even and vertical vision point of 57.5° and 43.5° separately. 

V.   SYSTEM DESIGN AND METHODOLOGIES 

1. Kinect Sensor 

Kinect sensor gets picture and significance information from the enveloping and transmits significance data to the PC 

program. By then, the PC programming will process this image data and changes over it into critical sound notice. Finally, 

the PC sends this information to the customer through earphones 

2. Input RGB & depth Image 

An (advanced) shading picture is a computerized picture that incorporates shading data for every pixel. Every pixel has a 

specific esteem which decides it's showing up shading. This esteem is qualified by three numbers giving the decay of the 

shading in the three essential hues Red, Green and Blue. Any shading unmistakable to human eye can be spoken to along 

these lines. The deterioration of a shading in the three essential hues is measured by a number somewhere in the range of 

0 and 255. For instance, white will be coded as R = 255, G = 255, B = 255; dark will be known as (R,G,B) = (0,0,0); and 

state, brilliant pink will be : (255,0,255). At the end of the day, a picture is a tremendous two-dimensional exhibit of 

shading esteems, pixels, every one of them coded on 3 bytes, speaking to the three essential hues. This enables the picture 
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to contain a sum of 256x256x256 = 16.8 million unique hues. This method is otherwise called RGB encoding, and is 

explicitly adjusted to human vision It is noticeable that our conduct and social collaboration are extraordinarily affected 

by feelings of individuals whom we plan to communicate with. Thus an effective feeling acknowledgment framework 

could have incredible effect in improving human PC communication frameworks so as to influence them to be more easy 

to understand and acting increasingly human-like. Additionally, there are various applications where feeling 

acknowledgment can assume an imperative job including biometric validation, high-innovation reconnaissance and 

security frameworks, picture recovery, and uninvolved demographical information accumulations. It is unarguable that 

face is one the most imperative component that describes people. By just looking ones' faces, we are ready to tell their 

identity as well as see a great deal of data, for example, their feelings, ages and sexual orientations. This is the reason 

feeling acknowledgment by face has gotten much enthusiasm for PC vision explore network over recent decades.  

Profundity map is a picture or picture channel that contains data identifying with the separation of the surfaces of scene 

objects from a perspective. The term is identified with and might be comparable to profundity cradle, Z-buffer,Z-

buffering and Z-depth.The "Z" in these last terms identifies with a tradition that the focal pivot of perspective on a camera 

is toward the camera's Z hub, and not to the outright Z hub of a scene. 

Depth maps 

Mimicking the impact of consistently thick semi-straightforward media inside a scene -, for example, mist, smoke or 

expansive volumes of water.  

Mimicking shallow profundities of field - where a few pieces of a scene give off an impression of being out of core 

interest. Profundity maps can be utilized to specifically obscure a picture to shifting degrees. A shallow profundity of field 

can be a normal for large scale photography thus the system may frame a piece of the procedure of smaller than expected 

faking.  

Z-buffering and z-separating, strategies which can be utilized to make the rendering of 3D scenes increasingly productive. 

They can be utilized to recognize objects escaped view and which may consequently be disregarded for some rendering 

purposes. This is especially critical continuously applications, for example, PC recreations, where a quick progression of 

finished renders must be accessible so as to be shown at an ordinary and fixed rate.  

Shadow mapping - some portion of one procedure used to make shadows thrown by enlightenment in 3D PC illustrations. 

In this utilization, the profundity maps are determined from the viewpoint of the lights, not the watcher. 

3. Preprocessing 

The pre-handling steps can be spoken to by the accompanying advances: 

Step 1: The got pictures are changed over from 16-bit unsigned whole number into 8-bit unsigned number, since the 

unsigned 8-bit numbers take up less memory than the 16 bit pictures. In addition, changing over from 16-bit to 8-bit will 

accelerate the handling time, for example, middle separating can be performed a lot quicker on 8-bit pictures.  

Step 2: The picture is sifted by applying 2 kinds of 2-dimensional channels. Initial, a middle channel is connected with 

neighborhood estimate (3, 3). The objective of utilizing middle channel is to evacuate conceivable salt and pepper 

commotion originating from blunders in information transmission between Kinect profundity camera and PC workstation. 

Second, Gaussian low pass channel is utilized to take off Gaussian multiplicative commotion with neighborhood estimate 

(3, 3) and sigma = 0.5. Conditions (1) and (2) are the condition of the Gaussian channel. 

 
Step 3: Picture histogram leveling is done to the picture to upgrade the complexity of the picture and improve the 

discovery of the obstructions. 

4. Object detection 

More often than not, object division from a picture is accomplished utilizing shading division. This division can be 

accomplished by preparing the R, G and B chromatic parts. In any case, this strategy has the disservice of been 
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exceptionally delicate to the progressions on lighting. Changing over the RGB picture to the CIELab shading space 

maintains a strategic distance from the absence of affectability by expanding the exactness of the shading division. 

Shockingly, if numerous objects of a similar shading are exhibited in the scene, is preposterous to expect to recognize one 

of these articles utilizing just this shading space. Hence, we have to consider an extra information source, for this situation 

the profundity, so as to segregate protests that are not in indistinguishable plane from the object of intrigue. We acquaint a 

calculation with distinguish objects, basically on indoor conditions, utilizing CIELab and profundity division methods. 

We process the shading and profundity pictures given by the Kinect sensor to proposing a visual procedure with 

continuous execution.  

In the first place, we clarify the outcomes utilizing just the shading division calculation. The test comprises in a few sorts 

of seats with various shading as is appeared in Fig. The comparing shading divided picture when we select the orange 

seat. By analyzing this figure, we note that the shade of the chose article is featured in dark, being whatever is left of the 

items spoke to in dim scale. 

The RGB shading picture is changed to the CIELab shading space as portrayed in the past area. This change rearranges 

the shading division and it is just a matter of Computing the Euclidean separation for every segment to the focal point. 

Where the focal point is picked at the center seat. The probabilistic picture permits distinguishing every one of the articles 

with a similar shading. The underlying veil is acquired by disposing of the considerable number of items for which the 

Euclidean separations are more noteworthy than an edge characterized tentatively. Up until this point, every one of the 

objects of a similar shading can be removed from the RGB picture by applying the underlying cover. Notwithstanding, so 

as to acquire another cover that contains just the object of intrigue, the profundity data is utilized. In this manner, the 

underlying cover and the profundity data are joined so as to take out the items with various shading and geometrical data 

to the fascinating article.  

The keep going advance comprises on disposing of the items situated at various profundities considering the chose articles 

position. This method is completed by a measurable investigation of the areas featured on the underlying veil. That is, we 

take as our estimation of reference the profundity data of the underlying chose point to construct a "volume" incorporated 

by all the factual and neighboring focuses without discontinuities in position from the underlying veil. We utilize the term 

discontinuities in position for alluding to the partition among a few billows of focuses in the profundity data. Truth be 

told, this factual investigation gives that our calculation be progressively strong even in situations when objects of 

comparative hues are at a similar profundity in the scene. The last division of the intriguing article applying the 

methodology clarified in this segment. 

 

(a) RGB color image (b) Euclidean distance when the orange chair is selected (c) Euclidean distance when the blue 

chair is selected 

 

(a) RGB color image (b) Euclidean distance from each pixel to the point of interest (the probabilistic image) (c) 

Initial mask. 

5. Skeleton Creation 

Kinect is a unique reason camera framework created by Microsoft that can distinguish movement, profundity and sound. 

The equipment structure of the gadget incorporates RGB camera, infrared projector, and profundity sensor camera and 

sound sensor amplifiers. The variant created for Xbox 360 amusement comforts is classified "Kinect for Xbox 360" and 

the form delivered for business use is designated "Kinect for Windows". The device view of the Kinect for Windows 

version is shown in Figure.  
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Kinect for Windows 

Kinect's optical components consist of IR Emitter, IR Depth Sensor, color sensor, tilt motor and microphone array. Kinect 

optical components in Figure are as shown. 

 

Kinect optical components 

Where, IR Emitter is produces infrared light pillars, IR Depth Sensor is peruses the IR shafts reflected back to the sensor, 

Color Sensor is to make catching a shading pictures conceivable. The tilt engine is the component that enables the sensor 

to move vertically, and a straightforward DC engine is framed. Kinect can be moved by (+/ - 27) degrees utilizing 

programming. In the mesh at the base segment of the Kinect is accessible 4 amplifiers. These receivers are organized at 

standard interims on the base of the Kinect to catch the best solid quality and the edge that the sound originates from . 

Ordinary cameras gather light that hops between articles in front. The camera transforms this light into a picture that looks 

like our own eyes. The Kinect, then again, records the separation of the items put before it. Kinect utilizes infrared light to 

make a profundity picture that catches where things are, not what objects resemble.  

Kinect frames the skeleton structure from 20 joint focuses as appeared in Figure. Each joint datum has a place with a 

predefined body district in the Kinect arrange space, which contains 3D facilitates and is appeared as a period 

arrangement. The Microsoft Kinect SDK and Opening libraries are accessible for ongoing and propelled movements. 

Both of these libraries can follow the 20 joins of the human skeleton.  

The joint information speaking to the human appendages are refreshed with the profundity picture outlines caught at 

explicit time interims without crumbling the uprightness of the Kinect skeletal structure. So as to adjust the 3D model to 

the movement catch information gotten by Kinect, the introduction data about the joints is required notwithstanding the 

3D facilitate data of the joint focuses. 

 

Joint points of the Kinect skeleton 

In this, the Kinect SDK application is stacked onto the PC and Kinect is associated with the Computer by means of the 

USB link. Kinect skeleton discovery libraries are added to the undertaking programming. When all the vital setups have 

been finished, Kinect will ascertain the separation between the joints and recognize the joint focuses on the human 

skeleton.  



International Journal of Engineering Research and Reviews     ISSN 2348-697X (Online) 
Vol. 7, Issue 1, pp: (67-75), Month: January - March 2019, Available at: www.researchpublish.com 

 

Page | 73 
Research Publish Journals 

 

Control parameters of the mouse tasks that compare to human hand developments are added to the application. In this 

investigation, separately 3D models to be put on human skeleton structure will be planned and 3D demonstrate secured 

will be accomplished for apparent human skeleton structure. The developments of the human on the WPF screen will be 

caught and the 3D show worn on the skeleton will be adjusted to these developments. At last, a 3D model can be made 

that can make human-like developments on the genuine human picture. 

In the lower left corner of the pictures are shown the human skeletal structure that Kinect perceives. The operation steps 

of the application are shown in Figure. 

 

Process steps of the application 

Kinect really appears to have three eyes. Two of them are in the center; the third side is the side. This "third eye" decides 

how Kinect works. In any case, Kinect's third eye is really an infrared projector. Kinect's infrared pillar sparkles the 

beams of the type of infrared spots on the individual before the projector. We can't see these focuses regularly, yet we can 

see utilizing an IR camera.  

In this, we previously distinguished the joint focuses on the human skeleton with Kinect. Utilizing the program code we 

composed, we consolidated these joint focuses with a line so the human body would frame. Along these lines we have 

made the human skeleton structure of Kinect comparing to the human skeletal structure. Kinect's profundity data acts like 

a 3D scanner to recognize human developments. 

6. Face Recognition 

As face location is one of prevalent research regions, numerous calculations have been proposed for it. The vast majority 

of them depend on a similar thought considering the face discovery as a double grouping assignment. That is, given a 

piece of picture, the errand is to choose whether it is a face or not. This is accomplished by first changing the given 

district into highlights and afterward utilizing classifier prepared on model pictures to choose if these highlights speak to a 

human face.  

As countenances can show up in different areas and can likewise show themselves in different sizes, frequently, a 

window-sliding procedure is additionally utilized. The thought is to have the classifier arranging the parts of a picture, at 

all area and scales, as face or non-face.  

It is procedure to extricate face districts from information picture which has standardized power and uniform in size.  

The appearance highlights are removed from distinguished face part which depicts changes of face, for example, wrinkles 

and wrinkles (skin surface).  

In this framework demonstrate, an executable (.dll-dynamic connection library) record is used to separate face locale.  

It is utilized for face recognition process depends on haar like highlights and versatile boosting technique. 

7. DRLBP Descriptor 

The descriptor nearby double example is utilized to think about every one of the pixels incorporating the inside pixel with 

the neighboring pixels in the piece to improve the strength against the enlightenment variety. A LBP code for an area was 

delivered by duplicating the limit esteems with loads given to the relating pixels, and summing up the outcome. LBP 

codes are gauged utilizing angle vector to create the histogram of powerful LBP and discriminative highlights are 

resolved from the vigorous nearby parallel example codes. DRLBP is spoken to as far as set of standardized histogram 

canisters as nearby surface highlights. It is utilized to separate the nearby edge surface of face invariant to changes of 

differentiation and shape 
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.                              DRLBP Process Flow 

 

DR-LBP Features 

1.The value of the ithweighted LBP bin of a M × N block is as follows: 

 

 

2.The RLBP histogram is created as follows: 

 

3.Where hrlbp(i ) is the ithR LBP bin value. To mitigate the RLBP issue in Fig. 2, consider the absolute difference 

between the bins of a LBP code and its complement to form Difference of LBP (DLBP) histogram as follows:  

 

4.where hdlbp(i ) is the ithDLBP bin value. The number of DLBP bins is 128 for B = 8. Using uniform codes, it is 

reduced to 30. 
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5. For blocks that contain structures with both LBP codes and their complements, DLBP assigns small values to the 

mapped bins. It differentiates these structures from those having no complement codes within the block.The 2 histogram 

features, RLBP and DLBP, are concatenated to form Discriminative Robust LBP (DRLBP) as follows: 

 

The after LBP code calculation and apply the image is as given in the fig. The snapshot gives same idea about the local 

binary pattern classification and histogram also given. 

VI.   FUTURE SCOPE 

This framework can be actualized in an ongoing years. Notwithstanding, the commonsense utilization of the kinect sensor 

for information securing is as yet a fractional arrangement. Solidly, as far as versatility, its measurements and the should 

be connected to the PC doesn't enable it to be advantageously nor easily conveyed by the client. Another confinement is 

presented by the trouble in getting profundity data on surfaces presented to daylight or secured by water or refracted 

through straightforward articles or reflected in mirrors. Contingent upon the proposed utilization of the profundity map, it 

might be helpful or important to encode the guide at higher piece profundities. For instance, a 8 bit profundity guide can 

just speak to the scope of upto 256 unique separations. Contingent upon how they are created, profundity maps may 

speaks to the opposite separation between an item and the plane of the scene camera. For instance, a scene camera 

indicating straightforwardly at and opposite a level surfaces may record a uniform separation for the entire surface. For 

this situation, geometrically, the genuine separations from the camera to the territories plane surface found toward the 

edges of the pictures are more prominent than the separations to the focal territory. For some applications, nonetheless, 

this disparity is certifiably not a huge issue. In future, an answer utilizing a cell phone will be executed to improve the 

general conveyability of the framework. 

VII.   CONCLUSION 

This paper proposes a system to assist visually impaired users in their navigation. The proposed system is able to provide 

information about the surrounding environment, based on depth data acquired by kinect sensor. The system is able to 

detect obstacles as well as humans. The neural network  proved to be efficient in the classification and pattern recognition 

extracted from the depth images. 
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